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Global	Image	Properties

Global	image properties refer to an	image as a	whole rather
than components.	Computation of global	image properties
is often required for image enhancement,	preceding image
analysis.
We treat

– empiricalmean and variance
– histograms
– projections
– cross-sections
– frequency spectrum
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Empirical Mean and Variance

Empirical mean =	averageof all	pixels of an	image

Empirical variance =	averageof squared deviation of all	pixels frommean
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Greyvalue	Histograms
A	greyvalue histogram hf (z) of an	image f provides the frequency of
greyvalues z in	the image.

The	histogramof an	image with N quantization levels is represented by a	1D	
arraymit	N elements.

A	greyvalue histogramdescribes discrete values,	a	greyvalue distribution
describes continuous values.
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Example of Greyvalue Histogram
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Image

A	histogramcan be "sharpened"	by
discountingpixels at edges
(more about edges later):

2550

255	(darkest)0

Histogram
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HistogramModification (1)

Greyvaluesmaybe remapped into new greyvalues to
• facilitate image analysis
• improve subjective imagequality

Example:	Histogramequalization
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1.	Cut	histogram	into	N	stripes	of	equal	area	(N	=	new	number	of	greyvalues)
2.	Assign	new	greyvalues	to	consecutive	stripes	

Examples show improved resolution of
image parts with most frequent greyvalues
(road surface)
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HistogramModification (2)
Two algorithmic solutions:	

N pixels per	image,	greyvalues i=0...255,	histogram h(i)

1.	"Cuttingup a	histogram into stripesof equal area"

stripe area S = N/256

Cutting up an	arbitrary histogram into equal stripes may require
assignment of different	new greyvalues to pixels of the same	old
greyvalue.

2.	Gonzales	&	Woods	"Digital	Image	Processing"	(2nd	edition)

old greyvalue i,	new greyvalue k = T(i)

Transformation	function

Histogram is only coarsely equalized.	

7
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Projections

A	projectionof greyvalues in	an	image is the sum
of all	greyvalues orthogonal	to a	base line:	

Often used:
• "row profile"	=	row vector of all	(normalized)	column sums
• "column profile"	=	column vector of all	(normalized)	rowsums
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Cross-sections

A	cross-section of a	greyvalue image is a	vector of all	pixels along
a	straight line through the image.
• fast	test for localizingobjects

• commonly taken alonga	row or column or diagonal

9
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Noise
Deviations froman	ideal	image can often be modelled as additive	noise:

Typical properties:

• mean 0,	variance σ2 > 0
• spatially uncorrelated:			E[ rij rmn] = 0 for ij ≠ mn
• temporally uncorrelated:			E[ rij,t1 rij,t2] = 0 for t1 ≠ t2

• Gaussian probability density:

Noise	arises from analog	signal generation (e.g.	amplification)	and
transmission.	

There are several other noisemodels other than additive	noise.
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Noise	Removal by Averaging

There are basically 2	ways to "average out"	noise:
• temporal	averaging if several samples gij,t of the same	pixel

but	at different	times t = 1 ... T are available
• spatial averaging if gmn ≈ gij for all	pixels gmn in	a	region around gij

How effective is averagingof K greyvalues?
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Example:	In	order cut the standard deviation in	half,	4	values have to averaged
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Example of Averaging
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Intensity averaging
with 5	x	5	mask
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Simple	Smoothing Operations

1. Averaging

2. Removal of outliers

3. Weighted average
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Bimodal Averaging
To avoid averagingacross edges,	assumebimodal greyvalue distributionand
select average value of modalitywith largest population.	
Determine:
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gD =16.7 A, B              g´D= 1311 14 15

13 12 25

15 19 26
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Averaging with Rotating Mask
Replace center pixel by averageover pixels from the most homogeneous subset
taken from the neighbourhood of center pixel.

Measure for (lack	of)	homogeneity is dispersion σ2 (=	empirical variance)	of the
greyvalues of a	region D:

Possible rotated masks in	5	x	5	neighbourhood of center pixel:

Algorithm:
1.	Consider each pixel gij
2.	Calculate dispersion in	mask for all	rotated positions of mask
3.	Choose mask with minimum dispersion
4.	Assign average greyvalue of chosen mask to gij
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Median	Filter
Median	of a	distributionP(x):			xm such	thatP(x < xm) = 1/2

Median	Filter:
1.	Sort pixels in	D according to greyvalue
2.	Choose greyvalue in	middle position

Example:
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greyvalue of center pixel of
region is set to 15

Median	Filter	 reduces influence of outliers in	either direction!
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Local Neighbourhood Operations
Manyuseful image transformationsmaybe defined as an	instance of a	local
neighbourhood operation:
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Generate a	new imagewith pixels by applying operator f to all	
pixels gij of an	image

ĝmn = f (g1,g2,...,gK )        g1,g2,...,gK ∈ Dij

ĝmn

ij

Dij
mn

Pixel	indices i, j may be incremented by steps larger	than 1 to obtain reduced
new image.

example of
neighbour-

hood
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Example of Sharpening
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intensity sharpening
with 3	x	3	mask

"unsharpmasking"	=
subtraction of blurred image
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